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INVITED LECTURE 
 

Maria Petrou (Fellow of the Royal Academy of Engineering, IET, and IAPR, and a 
Distinguished Fellow of the British Machine Vision Association, Professor in Signal 
Processing in the Electrical and Electronic Engineering Department at Imperial College, 
London and Director of the Informatics and Telematic Institute, Centre of Research and 
Technology Hellas) is going to lecture on  
 

The Tower of Knowledge: A generic system architecture 
 
at the Auditorium of the Central Library of the Aristotle University of Thessaloniki 
on Tuesday May 3rd, 2011 at 16:00.              
 
ABSTRACT 
The lecture will present a new system architecture, called Tower of Knowledge (ToK), inspired by human 
language. The ToK architecture is a generic framework that allows the combination of static and dynamic 
information, as well as expert knowledge. It will be exemplified in one of its simplest forms, where statistical 
feature distributions and logic rules, concerning the definition of a component, are combined to label the 
components of buildings within a probabilistic framework. The maximum likelihood method of label 
assignment is modified by being multiplied with a function, called utility function, which expresses the 
information coming from the logic rules programmed to the system. The logic rules are designed to define an 
object/component by answering the questions “why” and “how”, referring to the actions in which a particular 
object may be observed to participate and the characteristics it should have in order to be able to participate in 
these actions. Two sets of measurements are assumed to be available: those made initially for all components 
routinely, and which supply the initial statistically based inference of possible labels of each component, and 
those that are made in order to confirm or deny a particular characteristic of the component that would allow it 
to participate in a specific action. A recursive version of the architecture may be used in which the distributions 
of the former types of measurement may be learnt in the process, having no training data at all. 
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